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The Mach 2 turbulent boundary flow over an optical window that is recessed into a
cavity is being considered. A two-dimensional nozzle at the upstream end of the cavity
issues a wall-tangential subsonic jet that provides convective cooling of the optical window.
The turbulent approach boundary layer mixes with the cooling jet and causes optical dis-
tortions to light beams passing through the optical window. The objective of the research
is to investigate the aero-optical distortions arising from density fluctuations of the turbu-
lent mixing layer over the optical window. A wall-modeled large-eddy simulation of the
experiment in the SBR-50 Supersonic Wind Tunnel at Notre Dame University was carried
out. Concerning the approach boundary layer, a convective velocity profile was matched
and the root-mean-square optical path distortion is in agreement with a semi-analytical
model by Notre Dame University. The root-mean-square optical path distortion over the
optical window is within 13% of the measured value. A proper orthogonal decomposition
with a density-based kernel reveals that spanwise coherent density fluctuations are chiefly
responsible for the optical distortions.

I. Introduction

Flight vehicles often employ optical sensors for tasks such as target acquisition and tracking or landmark-
based navigation. At high flight Mach numbers, aero-thermodynamic heating can result in wall recovery
temperatures that exceed the limits of existing aerospace materials and optical windows need to be actively
cooled. Active cooling through secondary wall-tangential gas injection is an attractive candidate for achieving
this objective. This paper is concerned with a canonical optical window that is recessed into a cavity. At
the upstream end, the cavity is defined by a cooling gas nozzle exit; At the downstream end, the cavity is
terminated by a compression ramp. The pressure, velocity, and temperature of the cooling film will affect the
growth of the shear-layer over the optical window. If the nozzle exit pressure is above ambient, an oblique
shockwave will form and the cooling film will expand in the streamwise direction. The freestream/cooling-
film velocity ratio has a strong effect on turbulent mixing. Since the pressure is nearly constant across the
cooling film, the temperature difference between the freestream and the cooling film is directly related to
the magnitude of the density gradients which are responsible for the aero-optical distortions. Large density
gradients are also expected when the cooling film gas is dissimilar from the ambient gas. The understanding
of the source of the aero-optical distortions and the development of models for predicting their intensity
(similar to the Notre Dame model for boundary layer flows by Gordeyev et al.1) are the main objectives of
this research.
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When collimated light is propagated through compressible boundary and shear layers, aero-optical effects
such as image blurring, beam jitter, and offsetting occur. Numerous experimental and numerical investi-
gations have been carried out in order to understand the unsteady flow physics of mixing layers associated
with film cooling applications.2–10 The density fluctuations associated with supersonic turbulent shear layer
flows over optical window cavities are the primary cause for optical aberrations.11,12 Experiments by Chew13

revealed that the aero-optical distortions are minimal prior to laminar-turbulent transition, increase rapidly
during transition, and remain nearly constant over the fully turbulent regime. According to Zilberter,14

wavefront distortions are driven by shear-layer oscillations at the Rossiter frequencies. Fox15 found that
the passage of large-scale structures through the beam path has the strongest effect on the statistics of the
optical beam deflection. Ayyalasomayajula et al.16 proposed that wavefront phase aberrations and root-
mean-square optical path differences (OPDrms) mainly result from shocklets downstream from the cooling
film injection.

A multi-tiered approach of experiments and theory at Notre Dame University (ND) as well as wall-
modeled large-eddy simulations (WMLES) at New Mexico State University (NMSU) is taken to understand
and model the aero-optics of turbulent supersonic boundary layer flows over optical windows with film
cooling. The experiments are carried out in the SBR-50 Supersonic Wind Tunnel17 at ND. The WMLES
at NMSU model the ND experiment. The freestream Mach number is M∞ = 2.0 and the momentum-
thickness Reynolds number for the approach boundary layer is Reθ = 21, 750. First, the numerical method
and computational grid are introduced. Then, the approach boundary layer is characterized. The flow over
the cavity is discussed next. The OPDrms for the cavity is compared with the experiment and a proper
orthogonal decomposition of the density fluctuations is carried out to determine the leading contributor to
the optical distortions.

II. Methodology

A. Numerical Method

The compressible Navier-Stokes equations in the finite volume formulation were solved with an in-house devel-
oped research code.18,19 The convective fluxes were computed with the Lax-Friedrichs (maximum eigenvalue
over stencil width) scheme and interpolated onto the cell faces with a ninth-order-accurate weighted essen-
tially non-oscillatory scheme.20 A fourth-order-accurate discretization was employed for the viscous terms.
The governing equations were integrated in time with the second-order-accurate implicit trapezoidal rule.
The perfect gas state equation was used to model the gas behavior. The dynamic viscosity was obtained
from Sutherland’s law.

B. Reference Parameters and Non-Dimensionalization

The freestream Mach number for the SBR-50 Supersonic Wind Tunnel experiments at ND is M∞ = 2.0.
The operating gas is air. The stagnation pressure is p∗0 = 2.6 × 105Pa and the stagnation temperature is
T ∗
0 = 300K. Here, the asterisk indicates dimensional quantities. Approach boundary layer profiles were

obtained from double Fourier transforms of time-resolved Schlieren visualizations. The boundary layer
thickness and momentum thickness are approximately δ∗ = 3.2mm and θ∗ = 0.275mm.

For the simulations, all length scales were made dimensionless with an arbitrary reference length, L∗
ref =

1m. The freestream velocity was taken as reference velocity, u∗
∞. Density was made dimensionless by

the freestream density, ρ∗∞. The temperature and pressure were made dimensionless with the freestream
temperature, T ∗

∞, and two times the freestream dynamic pressure, ρ∗∞u∗2
∞, respectively. Time was normalized

by L∗
ref/u

∗
∞. Viscosity was made dimensionless with µ∗

∞ = 1.1325 × 10−4kg/(ms). The Reynolds number

based on the reference quantities is Re = 31.73 × 106. The laminar and turbulent Prandtl number are
Pr = 0.71 and PrT = 0.9, respectively. The momentum thickness Reynolds number is Reθ = 9, 190.

The cooling film is injected with a converging two-dimensional nozzle that issues a wall-tangential jet
over the optical window. The nozzle inflow and outflow duct height are 50.8mm and 4mm, respectively. In
the ND experiments, flow straighteners inside the nozzle condition the flow. The flow straighteners were not
resolved in the simulation. Instead, below y = −0.025 (see Fig. 1) the x-velocity (u) was forced to zero via
an x-momentum equation right-hand-side forcing term,

∂(ρu)

∂t
+∇ · (ρuu) = −∇p+∇ · τ − 100ρu . (1)
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This not only straightened out the flow but also suppressed flow separation near the top-left corner of the
nozzle. Assuming a constant total enthalpy and isentropic flow, the nozzle inflow and outflow Mach number
are related via,

Ain

Aout
= 12.7 =

Mout

Min

[(
1 +

γ − 1

2
M2

in

)
/

(
1 +

γ − 1

2
M2

out

)] γ+1
2(γ−1)

. (2)

For an outflow Mach number of Mout = 0.533, the inflow Mach number is Min = 0.0356. The static pressure
at the nozzle exit was matched to the freestream pressure, p∗exit = p∗∞ = 33, 229Pa. From this, the nozzle
total pressure is obtained,

p∗0 = p∗out

(
1 +

γ − 1

2
M2

out

) γ
γ−1

= 40, 319Pa . (3)

The jet flow stagnation temperature is 300K. The freestream (primary stream) and nozzle (secondary stream)
exit Mach number, total pressure and total temperature, as well as freestream and nozzle exit velocity and
temperature are provided in Tab. 1.

Table 1. Flow properties.

Flow properties Primary stream Secondary stream

M∞ 2.0 0.533

p∗o(Pa) 2.6× 105 40,319

T ∗
o (K) 300 300

u∗
∞(m/s) 517.75 184.03

T ∗
∞(m/s) 166.7 283.9

The computational time-step for the simulation was ∆t = 0.0005. The simulation was advanced in time
over a time-interval of 9 after which the flow was stationary. A time average and statistical quantities were
then computed over a time interval of 5 and averaged in the homogeneous spanwise direction.

C. Boundary Conditions

No-slip and no-penetration conditions were enforced at the walls, which were treated as adiabatic. Dirichlet
conditions were applied at the inflow and freestream boundary, and Neumann conditions were employed at
the outflow boundary. Flow periodicity was enforced in the spanwise direction. The rescaling and recycling
method by Stolz and Adams21 was employed to sustain a turbulent approach boundary layer flow. The
recycling plane was placed at x = 0.115. Details about the implementation of the rescaling and reycling
method can be found in Gross et al.22

D. Wall-Modeling

For high-Reynolds number turbulent wall-bounded flows, the near-wall grid resolution requirement can
become prohibitive unless the near-wall turbulence is modeled. Rather then resolving the near-wall region,
ordinary differential equations for the streamwise momentum and energy are solved from a matching point
to the wall to obtain the wall shear stress and wall temperature. Details about the implementation of the
wall model are provided in Castillo et al.23

E. Sub-Grid Stress and Heat Flux

The sub-grid stress (SGS) tensor, ρ̄τij = ρ̄u′
i u

′
j − ρu′

iu
′
j , is modeled as

ρ̄τij = 2µT

(
Sij −

1

3
Skkδij

)
− 2

3
ρ̄kδij , (4)

with sub-grid eddy-viscosity, µT , strain rate tensor, Sij , Kronecker symbol, δij , and turbulence kinetic energy,
k. The sub-grid heat flux is modeled as

qi = −kT
∂T

∂xi
, (5)
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with

kT = k
µT

µ

Pr

PrT
. (6)

F. Sub-Grid Stress Model

The WALE model by Nicoud and Ducros24 was employed for computing the sub-grid (unresolved) eddy-
viscosity,

µT = ρ̄(Cw∆)2
(Sd

ijS
d
ij)

3/2

(SijSij)5/2 + (Sd
ijS

d
ij)

5/4
, (7)

where

Sd
ij =

1

2

(
g2ij + g2ji

)
− 1

3
δijg

2
kk (8)

is the trace-less symmetric part of the square of the velocity gradient tensor and g2ij = gikgkj . For the present
results, the model constant, Cw, was taken as 0.325. The grid length-scale, ∆, was taken as the geometric
average of the cell dimensions. The isentropic unresolved TKE was computed as

k =
1

2
τkk =

(
µT

0.094Reρ∆

)2

. (9)

G. Computational Grid

Using analytical functions, a body-fitted computational grid was generated for the geometry of the ND
experiments (Fig. 1). The grid is divided into three sub-domains or blocks. Information about the blocks
is provided in Tab. 2. Block 1 is rectangular and features a constant grid-line spacing in the streamwise
direction that is reduced near the outflow to resolve the corner flow. Following suggestions by Larsson et
al.,25 for an estimated boundary layer thickness of δ ≈ 0.06, a wall-normal grid line spacing of ∆y/δ = 0.02
was employed between the wall and y/δ = 0.2. Outside the near-wall region (y/δ ≤ 0.2), the wall-normal
grid line stretching is initially 5% and then decreases away from the wall. Block 2 is primarily rectangular
but features a compression ramp at the outflow. The height of the backward facing step is h = 0.005, which
is 1mm more than the nozzle exit height. This can be explained by the finite thickness of the nozzle lip in the
experiment. For the present simulation, the nozzle exit height is assumed to be identical to the step height
(zero thickness nozzle lip). Ultimately, this amounts to a truncation of the nozzle. The compression ramp
starts at x = 0.24 and the ramp angle is α = 4deg. Similar to block 1, a layer with constant wall-normal
grid distribution is employed at the wall. Inside block 2, the streamwise grid line spacing is constant. At the
inflow, grid refinement is employed to resolve the corner flow. The streamwise grid line spacing increases near
the outflow to dissipate flow structures. Downstream of the block 2 inflow, the grid lines are redistributed
in the wall-normal direction to obtain a more balanced grid line distribution. The block 3 (nozzle) grid was
created with a Poisson grid generator.26 The two-dimensional grids were extruded in the spanwise direction
using an equidistant grid line distribution.

Table 2. Domain size and number of cells per block.

Block Domain size Number of cells Total number of cells

1 (Inflow) 0.130× 0.03668× 0.0065 26h× 7.33h× 1.3h 512× 64× 80 2.62× 106

2 (Cavity) 0.173× 0.04168× 0.0065 35.6h× 8.33h× 1.3h 666× 102× 80 5.43× 106

3 (Nozzle) 0.0762× 0.073× 0.0065 15h× 14.6h× 1.3h 192× 38× 80 0.58× 106
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Figure 1. Computational grid. For clarity, every other grid line is omitted for blocks 1 and 2.

H. Optical Path Length and Optical Path Difference

To investigate the optical aberrations, the density fields were first converted into index-of-refraction, n, fields
via the linear Gladstone-Dale relation,27

n = 1 +KGDρ , (10)

where KGD = 2.27 × 104 m3/kg is the Gladstone-Dale constant for air over the pressure and temperature
range of the present simulation.28,29 Wall-normal integration of the index-of-refraction from the wall to the
freestream provides the optical path length,

OPL(x, z, t) =

∫ y

0

n(x, y, z, t) dy . (11)

The mean piston, tip, and tilt is then removed to obtain the optical path difference,

OPD(x, z, t) = OPL(x, z, t)− (mxx+mzz + b) . (12)

The coefficients for the correction are found from a least-squares fit over an aperture,

R =

∫
x

∫
z

[OPL(x, z, t)− (mxx+mzz + b)]
2
dxdz . (13)

Aperture in this context refers to the x and z range over which the OPD is computed. The minimization
of Eqn. 13 provides a system of equations that is solved for the unknowns mx, mz and b. In the study of
aero-optical properties of turbulent boundary layers, the root-mean-square of the OPD is often considered,

OPDrms =

√
⟨OPD2(x, z, t)⟩ . (14)

In this paper, the OPDrms obtained from the present simulations is compared with a relationship proposed
by Gordeyev et al.1 (Notre Dame model),

f (M∞) =
OPDrms

KGDρ∞c0.5f M2
∞δ

, (15)

where cf is the skin-friction coefficient and δ is the boundary layer thickness.
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I. Proper Orthogonal Decomposition

The proper orthogonal decomposition (POD) by Lumley30 is a useful tool for the analysis of turbulent flows.
Typically, the computationally efficient “snapshot” method by Sirovich30 is employed. The POD is optimal
in the sense that it provides the most compact representation (least number of modes required) of unsteady
flows. For incompressible flows, the POD kernel is based on twice the kinetic energy,

uiuj . (16)

The Mach 2 case considered here is compressible and the interest is in the density fluctuations because they
cause the optical distortions. Therefore, a density-based kernel was considered as well,

ρiρj . (17)

The POD modes are orthogonal and sorted according to their respective eigenvalue magnitude. The
eigenvalue magnitude is identical to the root-mean-square (rms) velocity (kernel 1) or density (kernel 2)
fluctuations. The instantaneous density can be reconstructed from the time-coefficients, ai(t), and POD
modes, qi(x), via

ρ(x, t) =
∑
i

ai(t)qi(x) . (18)

III. Results

The approach boundary layer flow is discussed first. The compressible displacement thickness, δ∗, mo-
mentum thickness, θ, and incompressible shape factor, Hi, are plotted in Fig. 2a. The incompressible shape
factor is about 1.26 and slightly below the typical range for turbulent boundary layers (1.3 ≤ Hi ≤ 1.4). In
Fig. 2b, the van Driest transformed velocity,

uV D =

∫ √
ρ

ρw
du+ , (19)

is plotted versus the wall distance in wall units, y+. The solid line of the profile indicates the resolved part
of the flow and the dashed line signifies the modeled part. The wall model matching point is at y+ ≈ 175.
For comparison, relationships for the viscous sublayer, u+ = y+, and the log-layer, u+ = 5 + (ln y+)/0.41,
(dotted and dashed black lines) are included. The log-layer slope is matched with good accuracy and the
defect layer is well represented.

a) b)

Figure 2. a) Compressible displacement and momentum thickness, and incompressible shape factor. b) Velocity
profile in wall units ( , viscous sublayer relationship, , log-layer relationship, , from wall model, ,
resolved).

Profiles of the streamise velocity, temperature and rms velocity fluctuations were extracted at x = 0.12.
Velocity and temperature profiles are plotted in Fig. 3. For comparison, profiles from a wall-resolved LES
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by Lee and Gross31 of a M∞ = 2.05 turbulent boundary layer at a roughly ten times smaller momentum
thickness Reynolds number are included (black lines). As before, the dashed lines represent the modeled
part of the profiles and the solid lines indicate the resolved part of the profiles. The wall temperature is
about the same for both simulations. For the WMLES, the near-wall temperature gradient is steeper as a
result of the higher Reynolds number. The rms velocity fluctuations in the streamwise, wall-normal, and
spanwise direction, normalized by the freestream velocity, are compared in Fig. 4. The dashed orange lines
indicate the wall model matching point. Good qualitative agreement is observed between the profiles from
the present WMLES and the earlier wall-resolved LES by Lee and Gross.31

Figure 3. Mean velocity and temperature profiles plotted against wall distance ( , from wall model, ,
resolved).

Figure 4. Profiles of resolved root-mean-square velocity fluctuations.

The approach boundary layer flow (block 1) was passed into the cavity domain (block 2). Iso-contours of
the mean Mach number and static temperature (in Kelvin) are shown in Fig. 5. In the figure, all distances
are normalized by the step height, h, and the x-coordinate is shifted such that the nozzle exit is at x = 0.
For the selected total temperature ratio, the jet flow is hotter than the freestream. Downstream of the nozzle
exit, the boundary layer and cooling film form a shear layer and mix. The temperature contours indicate
that around x/h ≈ 10 the mean shear layer reaches the bottom of the cavity.
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a) b)

Figure 5. a) Mach number and b) static temperature (in Kelvin) at the cavity.

Iso-contours of the density gradient magnitude (“numerical schlieren” image) are shown in Fig. 6a. The
turbulent boundary layer spreads quickly after separation and reattaches around x = 0.18. The compression
ramp deflects the boundary layer upward, leading to a weak compression wave.

In the ND experiment, the convection speed was computed from the optical distortions for the box
outlined in Fig. 6a which has dimensions of 28× 20mm. When double Fourier transforms of the aero-optical
distortions are taken, the convection speed manifests itself as a diagonal branch in the spectrum.32 The
slope of the branch is equal to the convective speed, uc = ∂ω/∂α, where ω and α are the angular frequency
and streamwise wavenumber. Due to aliasing, additional branches appear. To extent the frequency range
of the main branch and improve the accuracy of the convective speed estimate, the spectrum is repeated in
both α and ω. This approach is known as stacking method.33,34

a)

b) c)

Figure 6. a) Iso-contours of density gradient magnitude. b) Spatio-temporal Fourier transform for box A. c)
Velocity profiles for box A.
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Different from the experiment, the density fluctuations (and not the optical distortions) were Fourier
transformed in time and space. A total of 500 density fields were analyzed. The density fields were saved
at time intervals of 0.0025. A spectrum for box A (incoming boundary layer) at (y, z) = (0.00582, 0.00325)
is shown in Fig. 6b. The slope of the main branch gives the convection velocity, uc. This procedure was
repeated for five different wall-normal locations. In Fig. 6c, the computed convective speeds are compared
with a convection velocity profile measured by Fassler et al.32 The uc-profile obtained from the simulation
is slightly thicker than the measured uc-profile. The mean u-velocity profile from Fig. 3 is included for
comparison. The convection velocity at the boundary layer edge is approximately 95% of the freestream
velocity.

IV. Aero-Optical Characterization

The optical path distortion (OPD) for the approach boundary layer was computed from 1000 density
fields that were saved at time intervals of 0.0025. An aperture with streamwise and spanwise extent of
Apx ×Apz ≈ 6δ× 1.1δ ≈ 5.5h× 1.3h was analyzed. For the analysis, the beam incidence angle was assumed
to be normal to the bottom wall. In Fig. 7, the normalized OPD, f(M∞) from Eq. 15, is plotted against the
ND model relationship.35,36 The OPD obtained from the present WMLES is f(M∞) = 0.1458, and within
2% of the model prediction for M∞ = 2.

Figure 7. Normalized OPDrms. Notre Dame model,35,36 previously published numerical37,38 and experimental
data.34

The optical path distortion was also computed for an aperture inside the cavity that stretches from
12.7mm to 63.5mm downstream of the nozzle exit. In Fig. 8, iso-surfaces of the Q-criterion by Hunt39 are
plotted for the approach boundary layer and the cavity. The thick white lines represent the direction of the
beam (in the wall-normal direction) and the streamwise extent of the aperture is indicated.

An instantaneous OPL distribution over the cavity is provided in Fig. 9a. The temperature mismatch
between the incoming boundary layer and the cooling flow results in a strong two-dimensional density
adjustment at the onset of the shear layer which leads to a steady OPD that far outweighs the unsteady
OPD. The instantaneous OPD was obtained by subtracting the mean OPL from the instantaneous OPL.
An instantaneous OPD corrected for piston, tip, and tilt is shown in Fig. 9b. The OPD fluctuations appear
random, as would be expected for a turbulent shear layer. The OPDrms for the cavity aperture is 0.03804µm
and in good agreement with the ND experiment, which reported a range of values between 0.029 and 0.047µm,
with a mean value of 0.038µm.40
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Figure 8. Instantaneous iso-surfaces of Q = 10 flooded by streamwise velocity.

a) b)

Figure 9. Instantaneous a) OPL and b) OPD for cavity aperture at same time instant.

A. Proper Orthogonal Decomposition

The upstream part of the shear layer was analyzed with the POD. A total of 500 snapshots saved at time
intervals of 0.0025 were considered. The POD eigenvalues, λi, for the two different kernels are provided in
Fig. 10a. For the density-based kernel, the first two unsteady modes form a pair and capture traveling waves.
In Fig. 10b, the sum of the leading “iunsteady” eigenvalues divided by the sum over all eigenvalues,∑i=iunsteady

i=1 λi∑i=imax

i=1 λi

, (20)

is plotted for the different kernels. For the density-based kernel, the eigenvalues add up faster.
Visualizations of the leading unsteady POD mode for both kernels are provided in Fig. 11. Iso-surfaces of

the Q-criterion flooded by the streamwise velocity for the velocity-based kernel reveal no large-scale coherent
structures (Fig. 11a). Density iso-surfaces for the density-based kernel in Fig. 11b exhibit large spanwise
coherent structures. Mode 2 for the density-based kernel is similar to mode 1 but phase-shifted in the
streamwise direction by a quarter wavelength. The time-coefficients for modes 1 and 2 are also similar and
phase shifted. According to Taira et al.,30 POD modes with similar shapes that are shifted in the advection
direction by a quarter wavelength capture traveling waves. The structures are reminiscent of coherent flow
structures in turbulent shear layers.41
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a) b)

Figure 10. a) Proper orthogonal decomposition eigenvalues (Kernel based on: , Kinetic Energy; ,
Density), and b) cumulative energy content of unsteady modes.

a) b)

Figure 11. Leading unsteady POD modes for a) kinetic energy-based kernel (iso-surfaces of Q=100 flooded
by streamwise velocity) and b) density-based kernel (iso-surfaces of ρ = ±0.005 flooded by density magnitude).

V. Conclusions

Active cooling can prevent heat damage to optical windows in high-speed flight. Researchers at Notre
Dame University (ND) have developed a canonical geometry for investigating the effect of film cooling at
supersonic speeds on the optical path difference (OPD). In the ND experiments, a turbulent boundary layer
passes over a cavity, with a cooling film issued wall-parallel from the upstream end of the cavity. An optical
window is placed at the bottom of the cavity and at the opposite wall to provide aero-optical measurements.
A wall-modeled large-eddy simulation (WMLES) of the experiment was carried out for a freestream Mach
number of two and a freestream stagnation temperature of 300K. A measured convective velocity profile
for the approach boundary layer was matched. Profiles of the root-mean-square (rms) velocity fluctuations
obtained from the present WMLES and a wall-resolved LES by Lee and Gross31 are in adequate agreement.

The optical path length (OPL) was computed by wall-normal integration of the index of refraction. The
instantaneous OPD was obtained by subtracting the mean OPL and instantaneous piston, tip, and tilt.
The normalized rms OPD for the turbulent approach boundary is in good agreement with a theoretical
relationship by Gordeyev et al.35,36 (i.e., ND model) and previously published experimental and numerical
data. Using the same procedure, the rms OPD for the mixing layer was computed and found to be in good
agreement with the experimental value.

The turbulent mixing layer flow was also analyzed with the proper orthogonal decomposition (POD).
For the chosen sampling interval, with a kinetic energy-based kernel, the POD failed to isolate the domi-
nant large-scale flow structures. With a density-based kernel, large-scale spanwise coherent structures were
identified. Future work will focus on making a direct connection between the unsteady flow physics and the
observed aero-optical distortions. In addition, different freestream total temperatures will be considered and
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preparations are made for simulations with dissimilar gases (freestream and cooling flow).
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